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There is still controversy about the structure of the intramolecular charge transfer (ICT) emitting species in
π-electron donor-acceptor systems that show dual fluorescence. Although the twisted ICT model is quite
generally accepted, the planar ICT model is not ruled out because firm experimental evidence supports it.
Among these it is the fact that some rigidized systems such as bicyclic 4-aminobenzonitrile derivatives exhibit
dual fluorescence. We present here an ab initio CASSCF/CASPT2 study of a series of these compounds with
the alicyclic chain ranging from 5 to 7 carbon atoms and compare their ICT mechanism with the more flexible
4-aminobenzonitrile (ABN) and 4-(dimethylamino)benzonitrile (DMABN). We present the energetics,
geometries, and valence bond structures of the critical points of the potential-energy surfaces of the ground,
local excited (LE), and ICT states. Our results show that the photophysical differences of the studied systems
may be rationalized by two factors: the position of the ICT and LE potential-energy surfaces at the first
stages of the ICT reaction and the relative energies of the excited-state minima. Computational evidence is
presented that a twisted ICT structure can be adopted in some molecules such as NXC6 and NXC7 and that
the anomalous band of the fluorescence spectra of these systems is emitted from a twisted ICT species.

Introduction

Intramolecular charge transfer (ICT) states inπ-electron
donor-acceptor systems have been the subject of considerable
interest during the past four decades. Since its discovery by
Lippert, 4-(dimethylamino)benzonitrile (DMABN), which ex-
hibits dual fluorescence in polar solvents, has been the best-
known prototype of such systems.1 The nonlinear optical
properties of these compounds have also given rise to intensive
research in the field of organic materials because it is possible
to use them as electrooptical switches, chemical sensors, and
fluorescence probes.2-4 Recently, some donor-acceptor systems
have been used in the fabrication of molecular switches because
of their dual fluorescence.5 In these systems, absorption to the
charge transfer (CT) La(S2) state is followed by ultrafast
relaxation to the locally excited (LE) Lb(S1) state. Dual
fluorescence then occurs from both the S1 LE state (Lb-like
minimum) and the S1 (La-like) ICT minimum (for a review,
see ref 6). The mechanism behind this phenomenon and the
structure of the ICT-emitting species have been under debate
for a long time.

Four different types of molecular structures have been
proposed for the ICT-emitting species of DMABN. The most
postulated model is the twisted ICT (TICT) model proposed
by Grabowski7,8 and supported by Rettig et al.9-11 in which
the amino group is perpendicular to the benzene ring. A planar
ICT (PICT) model, in which the amino group lies in the benzene
plane, has been suggested by Zachariasse for several years.12-25

Two alternatives are the wagged ICT (WICT) model,13,14,26

which involves a rehybridization from planar sp2 to pyramidal
sp3 of the amino nitrogen, and the rehybridized ICT (RICT)
model,27-29 which involves a rehybridization of the cyano

carbon from sp to sp2 entailing a bent cyano bond. However,
these last two models have little support these days.

Very recently, we reported the results of CASSCF, RASSCF,
and CASPT2 calculations of 4-aminobenzonitrile (ABN) and
DMABN.30 From the three different ICT minima located, TICT,
PICT, and RICT, we found that the twisted ICT (TICT) was
the most stable in both molecules and located on the S1 surface.
The mechanism we propose to explain the dual fluorescence in
these molecules is remarkably simple. After excitation to the
S2 (CT) state, the system quickly relaxes to a shallow S2-PICT
minimum from which it easily decays through a near conical
intersection (CI) where the S2 f S1 internal conversion takes
place. In fact, the S2/S1 CT-LE radiationless decay can occur
at any point on a extended conical intersection “seam” that runs
almost parallel to the amino torsional coordinate. The lowest
energy point on this conical intersection seam corresponds to a
pyramidal structure in which the amino group is untwisted, so
the branching at the CI favors formation of the LE state (the
gradient of the lower surface leads to the LE minimum on the
S1 surface); however, the seam is accessible for a wide range
of torsional angles, so if the decay takes place at large torsional
angles, the probability of forming the S1-TICT species is greater
(here the gradient of the lower surface would lead to the TICT
minimum on the S1 surface). The two emitting S1 species are
also adiabatically linked along the amino torsion reaction
coordinate. Thus, the S1 LE-TICT equilibration and dual
fluorescence will be controlled by (a) the position along the
amino group twist coordinate where the S2/S1 CT-LE radia-
tionless decay occurs and (b) the adiabatic S1 torsional reaction
path. For DMABN, LE and TICT can be populated because
the stabilities of the two species are similar. However, in ABN,
the equilibrium favors LE as a TICT state was found at much
higher energy with a low reaction barrier toward LE and the
minimum energy point of the CI has a pyramidal and untwisted
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geometry. These characteristics of the potential-energy surfaces
(PES) of the low-lying excited states explain why dual
fluorescence cannot be observed in ABN.

There is still controversy, however, about whether the
molecular structure of the ICT-emitting species in other
π-electron donor-acceptor systems is twisted or planar. The
main reasons why in recent years the TICT model has been the
most postulated explanation of the ICT mechanism are the
experimental observation of only the ICT fluorescence band in
systems with a twisted ground-state equilibrium geometry (for
example, in 3,5-dimethyl-4-(dimethylamino)benzonitrile14), even
in nonpolar solvents, and the absence of ICT fluorescence in
the emission spectra of such rigidized systems as 1-methyl-5-
cyanoindoline (NMC5),17,31 1-methyl-6-cyano-1,2,3,4-tetrahy-
droquinoline (NMC6),17,32and 1-ethyl-5-cyanoindoline (NEC5),12

even in strongly polar solvents such as acetonitrile or methanol.
However, when the aliphatic ring becomes more flexible, as in
the case of 1-methyl-7-cyano-2,3,4,5-tetrahydro-1H-1-benza-
zepine (NMC7),16,17fast and efficient ICT emission is observed
both in polar and nonpolar solvents. Furthermore, a recent
density functional theory study performed by Jamorski et al.33,34

demonstrates that NMC7 is already twisted in its ground-state
geometry, around 60°. These authors, therefore, suggest that
only the twisted ICT model can explain the fluorescence
characteristics of this kind of compounds since the high rigidity
of the cycle in NMC5 and NMC6 prevents the TICT structure
from forming whereas it forms easily in the more flexible
NMC7.

Nevertheless, not long ago Zachariasse et al. again proposed
the PICT model because they observed fast and efficient ICT
emission in 1-tert-butyl-6-cyano-1,2,3,4-tetrahydroquinoline
(NTC6)25 in all solvents investigated, from nonpolarn-hexane
to polar acetonitrile or methanol. They suggested that the ICT-
emitting species is planar in NXC5 and NXC6 because the
torsion of the amino group is sterically hindered. They also
suggested that the different luminescence behavior in these
systems is attributable to a different order of magnitude of the
initial energy gap between the two excited states,∆E(S1,S2), in
the Franck-Condon region. For NTC6 this energy gap must
be small and allow vibronic coupling, while for NMC6 and
NMC5 the ∆E must be large. On the other hand, Ko¨hn and
Hättig35 suggest that NTC6 may still be able to twist in its ICT
state and that data in ref 25 do not necessarily exclude a TICT
mechanism.

None of these hypotheses are inconsistent with the mechanism
we propose for ICT.30 Because pyramidalization is not con-
strained in these systems, the S2/S1 conical intersection will still

be accessible along this coordinate. Although we found the ICT-
emitting species to be the S1-TICT state in the case of
DMABN, we believe that the ICT S1 minimum structure will
depend on the system (type of compounds and substituents) and
the environment (crystal or solution, polar or nonpolar solvent).
We saw that it was necessary to investigate the potential-energy
surfaces of such alicyclic systems to check if the anomalous
emission can be attributed to a planar ICT structure and
understand the effects of the substituents, which were sometimes
very strong (as in the case of the replacement of methyl by
tert-butyl groups). In this paper, we report the results of ab initio
calculations at the CASSCF/CASPT2 level in 5-cyanoindoline
(NHC5), 6-cyano-1,2,3,4-tetrahydroquinoline (NHC6), NMC6,
NTC6, 7-cyano-2,3,4,5-tetrahydro-1H-1-benzazepine (NHC7),
and NMC7 (see Chart 1). For the sake of comparison, the more
flexible ABN and DMABN systems are also included. We will
show that the topology of the potential-energy surfaces in NXC6
and NXC7 do not change in comparison with their more flexible
counterparts ABN and DMABN since NXC6 and NXC7 are
able to twist. Actually, the energy gap between the two initial
excited states,∆E(S1,S2), and the energetics of the LE and ICT
minima are key to explaining the different luminescence
behavior of the systems studied. In particular, these factors will
explain why only NTC6 and NMC7 out of the series show dual
fluorescence in polar and nonpolar solvents.

Computational Details

The different electronic states of ABN, DMABN, NHC5,
NHC6, NMC6, NTC6, NHC7, and NMC7 have been studied
with the complete active space self-consistent field (CASSCF)36

method using a 6-31G(d) basis set.37 The 12 electrons and 11
orbitals that constitute the active space include the benzeneπ
and π* orbitals, the amino nitrogen lone pair, and the fourπ
andπ* orbitals of the cyano group. Full geometry optimizations
were performed without any symmetry constraint. Numerical
frequency calculations were carried out to determine the nature
of the stationary points. Intrinsic reaction coordinates (IRCs)38

were also computed to determine the pathways linking the
critical structures (stationary points and CI).

Conical intersections were optimized using the algorithm
described in ref 39. State averaged orbitals were used, and the
orbital rotation derivative correction (which is usually small)
to the gradient was not computed. This gives the lowest energy
point on the crossing at which there are two coordinates, the
gradient difference and derivative coupling vectors (branching
space), which lift the degeneracy. The remaining 3N - 8
coordinates (intersection space) preserve the degeneracy, which
therefore persists over a wide range of molecular geometries.
Depending on the kinetic energy of the system, decay can take
place away from the minimum energy point on the crossing.

To incorporate the effect of the dynamic valence-electron
correlation on the relative energies of the lower excited states,
we made second-order multiconfigurational perturbation theory
calculations based on the CASSCF(12,11) reference function
(CASPT2).40 CASPT2 single-point energies were calculated at
the CASSCF (12,11)/6-31G(d) optimized geometries and per-
formed using an average of states between the three lowest
energy singlet states S0/S1/S2. Nevertheless, in some zones of
the potential-energy surfaces where the S1 and S2 states were
almost degenerate and very high with respect to the ground state,
an average 0.5/0.5 between the S1/S2 states was used. This is
the case for the S2/S1 conical intersection. All CASPT2
computations were performed using the completed Fock matrix
to define the zero-order Hamiltonian together with an imaginary
level shift of 0.2 to prevent incorporation of intruder states.41

CHART 1: Structures of the Systems of the Series
Studied
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The CAS state interaction method (CASSI)42 was used to
compute the transition dipole moments of the various excited
states in the Franck-Condon region, which were then used
together with the excitation energies to determine the values of
the oscillator strength.

Valence bond (VB) structures were determined using the
results of the computation of the second-order exchange density
matrix Pij and the diagonal elements of the electronic density
matrix (see ref 43 for details). The elements ofPij have a simple
physical interpretation, which is related to the spin coupling
between the electrons localized in the orbitals residing on the
atomsi and j.44 An illustration of the meaning of these matrix
elements can be found in ref 43.

The CASSCF calculations were carried out with the Gaussian
03 system of programs,45 whereas the CASSI and CASPT2
computations were performed with the MOLCAS 6.0 program
package.46

Results and Discussion

A. Geometry and VB Structures of the Ground-State, LE,
and ICT Minima. We shall start by discussing the geometry
of the various critical points located and describing the wave
functions in terms of VB language. Actually, the structural and
electronic descriptions of the various minima are at the heart
of the TICT controversy.

First, we located (at the CASSCF level) the various minima
on the S0, S1, and S2 PES of NHC5, NXC6, and NXC7 that
correspond to the ground-state, LE, TICT, and PICT stable
species. As in ABN and DMABN,30 we found a planar ICT
stable species lying on the S2 potential-energy surface but could
not locate a S1-PICT minimum. Twisted ICT minima were
located on the S1 surface of every compound of the series studied
except for NHC5, which cannot adopt this structure because of
its greater rigidity. The S1-RICT minima, too high in energy
in ABN and DMABN to be mechanistically interesting, were
not looked for. The geometries of the minima located are shown
in Figure 1 together with the VB structures derived from the
analysis of the corresponding wave function (from the values
of the second-order exchange density matrixes and the one-
electron matrixes which are shown in Figure S1 of the
Supporting Information). Table 1 collects the values of the
wagging angle (θ) and twist angle (æ) of the relaxed structures.
The CASSCF/CASPT2 relative energies and the dipole moments
of these relaxed structures are shown in Table S1.

These results show that the electronic structure of the ground-
state minimum (S0-GS) corresponds to an in-phase combination
of the two Kekuléstructures. It is clear that this covalent nature
is retained in the S1-LE state, with similar dipole moments
but with an anti-Kekule´ benzene moiety. The S2-PICT and S1-
TICT minima have similar zwitterionic characters with a partial
or net positive charge on the nitrogen atom of the amino group
and a resonant quinoidal phenyl anion, giving rise to large dipole
moments. The values of this property obtained here (see Table
S1) are systematically lower than the experimental data because
the latter were measured in polar solvents while the former were
calculated in the gas phase. The major difference between S2-
PICT and S1-TICT is the magnitude of the charge transfer
(fraction of electron transferred), which, as expected, is slightly
greater in TICT (see Figure S1). The values of the second-
order exchange density matrixes collected in Figure S1 show
that the coupling between the nitrogen lone pair and the phenyl
ring is larger in the ICT structures, PICT and TICT, than in the
more covalent ones, GS and LE.

Let us now discuss the relaxed geometries shown in Figure
1. The ground-state geometries of ABN and DMABN are

untwisted with a pyramidal amino group.30 The angle between
the plane of the amino group and the phenyl ring (wagging
angle,θ) is 43° and 26°, respectively. This geometric feature is
retained in NHC5, NHC6, and NMC6 (see Table 1). However,
NTC6, NHC7, and NMC7 possess somewhat twisted ground-
state equilibrium geometries with twist angles of 33°, 38°, and
46°, respectively, and a practically nonpyramidal amino group
(near sp2 hybridization). This finding can be explained by the
strong steric hindrance between thetert-butyl group, in NTC6,
and theo-hydrogen in the phenyl ring. In NXC7, the conforma-
tion of the aliphatic ring imposes a pretwisted ground-state
geometry rather than a planar one.

The optimized geometries for the S1-LE minima closely
resemble those of the ground state. Similar wagging and twist
angles are found in the corresponding geometries (Table 1). The
main difference is that the phenyl CC bonds in the excited state
are expanded, as expected from the out-of-phase combination
of two Kekuléstructures.

One of the main arguments against the TICT model, in which
the amino group is perpendicular to the benzene ring, is the
general agreement that it can only be adopted by very flexible
4-aminobenzonitriles, like ABN and DMABN. Actually, in the
five-membered ring compound NHC5 no TICT structure was
located because of the restricted flexibility of the amino group,
which was structurally fixed to be nearly coplanar to the ring.
However, in the NXC6 systems the alkyl chain is long enough
to allow a partial rotation of the amino group. Thus, we located
twisted ICT minima in NHC6, NMC6, and NTC6 at 62°, 65°,
and 69°, respectively. The more flexible the aliphatic ring is,
the larger the twist angle, which reaches values of 82° and 85°
in the TICT structures of NHC7 and NMC7, respectively. Our
calculations show that, as in ABN and DMABN, these TICT
species are slightly bent with the nitrogen of the amino group
and the carbon of the phenyl ring taking the group out of the
ring plane and in an anti position.

As in ABN and DMABN, the phenyl ring of all the S1-
TICT and S2-PICT structures exhibits a quinoidal geometry:
the two CC central bonds of the benzene ring are much shorter
than the other four CC bonds. However, in the S1-TICT
structures, the N-Cphenyl bond length is larger than in the
ground-state one (almost single bond length) whereas in S2-
PICT the N-Cphenyl bond is shorter (practically double bond
length).

B. Excited States in the Franck-Condon Region.Table 2
shows the computed excitation energies of NHC5, NXC6, and
NXC7 in the gas phase, together with the dipole moments and
the oscillator strengths of the lowest excited states determined
by CASSCF and CASPT2 calculations. The corresponding
excitation energies of ABN and DMABN are also included for
comparison. These energies were calculated as the vertical
difference between the excited state and the ground-state
energies, at the ground-state-optimized geometry.

No qualitative or quantitative differences are observed
between these systems at the CASSCF level. The first excited
state is the LE (Lb-like) one in all cases with very similar dipole
moments of around 5-6 D. The oscillator strengths for this
excitation are very small, indicating its weakly allowed char-
acter. The CT (La-like) state is the second excited state,
characterized by a high dipole moment of around 12-14 D and
a strong oscillator strength, which indicate that it should be
considered as the initially promoted state. This state will carry
most of the energy after absorption because of the allowed
character of the transition. Though the CASSCF results agree
qualitatively with the experimental data in nonpolar sol-
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vents,16,17,25,31,32the energetics are highly overestimated, par-
ticularly for the CT state, where the disagreement is more than
30 kcal mol-1. To obtain more accurate results, we recalculated
the energies with the CASPT2 method to include the dynamic
correlation.

As can be seen from the results shown in Table 2, the dynamic
electron correlation has a different quantitative effect on the

LE and CT states. For both states the CASPT2 excitation
energies are smaller than the CASSCF ones, but the LE state
undergoes a smaller stabilization of around 10 kcal mol-1,
whereas the CT state is stabilized by around 30 kcal mol-1.
These CASPT2 results are now in reasonable agreement with
the available experimental data. It seems that dynamic electron
correlation effects are of critical importance for obtaining
quantitatively accurate results, especially in the computation of
the excitation energies. A direct consequence of this discrimina-
tory effect of the dynamic electron correlation is that the energy
gap between the two excited states decreases. The variation of
the CASPT2 energy difference between the LE and CT states
throughout the series of compound studied is depicted in Figure
2a. The energy difference is smaller when the alkyl chain is
larger (for example,∆E(S1,S2) in ABN is more than twice the
gap in DMABN), as the charge transfer state is stabilized in
molecules with long, more polarizable chains attached to the

Figure 1. Geometries of the ground-state, LE, PICT, and TICT minima and VB structures of the different systems studied.

TABLE 1: Selected Geometrical Parameters of the
Optimized Structures: Wagging Angle (θ) and Twist Angle
(æ)

ABN DMABN NHC5 NHC6 NMC6 NTC6 NHC7 NMC7

structurea θ æ θ æ θ æ θ æ θ æ θ æ θ æ θ æ

S0-GS 43 0 26 0 33 0 24 0 19 0 0 33 0 38 0 46
S1-LE 40 0 21 0 31 0 20 0 19 0 0 35 0 36 0 44
S1-TICT 0 90 0 90 0 62 0 65 0 69 0 82 0 85

a Note that all S2-PICT species showθ ) 0° andæ ) 0°.
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nitrogen atom of the amino group. This effect is surprisingly
strong for NTC6 and NMC7, where the CT state is degenerate
with the LE. It should be pointed out that these are the only
systems in the series that present anomalous fluorescence even
in nonpolar solvents. Zachariasse suggested that the efficiency
of the ICT reaction inn-hexane was much greater for NTC6
and NMC7 than for DMABN because of the decrease in the
energy gap.25 Our results seem to confirm this.

The fact that the energy of the CT state is almost degenerate
with that of the LE state in the Franck-Condon region in NTC6
and NMC7 could be explained by (a) the geometry of the ground
state in these systems and (b) the effect of the substituents in
the amino group. As we have shown previously, the ground
state in NTC6 and NMC7 displays a pretwisted geometry that
favors the CT over the LE state because it is strongly stabilized
by the twisting mode. Additionally, replacement of methyl by
tert-butyl (NMC6/NTC6) or of hydrogen by methyl (NHC7/
NMC7) enhances ICT efficiency because the charge generated
by the electron transfer is delocalized by the interaction between
the amino nitrogen lone pair orbital and the molecular orbitals
of the alkyl substituents. This assumption was also made by
Serrano-Andre´s et al.48 in an extensive theoretical study on
DMABN, where the main component of the reaction pathway
was assumed to involve an amino group twist.

C. Mechanistic Overview.The luminescent characteristics
of theπ-electron donor-acceptor systems studied here will be
determined by the relative energies and the connection between
the potential-energy surfaces of the low-lying excited states LE
and ICT. From a mechanistic point of view, it is the potential
surface topology that is important and the energetics do not need
to be highly accurate to provide qualitative mechanistic infor-
mation. In this case though the effect of the dynamic correlation
is so different on both states that it can qualitatively change the
interplay between the states, so it must be included in the ab
initio calculations. Accordingly, we used the CASPT2 method
to recalculate the energies of the critical points located at the
CASSCF level for the NHC5, NXC6, and NXC7 systems
discussed in section A. CASPT2 calculations have also been
run for the DMABN for comparative purposes.

The LE minima of all the molecules of the series studied
(including ABN and DMABN) lie on the S1 surface (S1-LE).

For the ICT, the planar minimum was found to be always on
the S2 surface (S2-PICT) while the twisted one was always
located on the S1 surface (S1-TICT). It is worth noting that
although at the CASPT2 level some of the PICT species are
more stable than the TICT ones, the emission will never take
place from the second excited-state potential-energy surface,
so the PICT species cannot be an emitting one.

Two elements force the geometry of the ICT species and
determine their relative energies. First, let us consider the
restricted flexibility of the aliphatic ring. The shorter the alkyl
chain is, the more difficult it is for a stable TICT structure to
form to such an extent that this structure has not been located
for NHC5. The population of the LE and PICT minima,
therefore, is favored for compounds with short alkyl chains.
Second, we must take into account the steric hindrance between
the substituents of the amino group and theo-hydrogen in the
phenyl ring. This hindrance enforces pretwisted geometries for
the ground-state and LE species, destabilizing them relative to
the TICT species. In fact, in those systems with a pretwisted
ground-state structure (NTC6, NHC7, and NTC7) the high
energy of the PICT species (that is, higher than the energy of
the TICT structure) indicates that the planar geometry is very
unfavorable. On the other hand, in systems with a planar ground
state (i.e., ABN, NHC6, and NMC6) the PICT structure is more
stable than the TICT structure, although the former lies on the
S2 potential-energy surface and the latter on the S1 one. These
results can be seen in Figure 2b, which shows a diagram of the
CASPT2 energies of the LE, PICT, and TICT structures for
each system. Relative CASSCF and CASPT2 energies and
dipole moments are collected in Table S1 of the Supporting
Information.

Because the CT state is S2 in the Franck-Condon region but
S1 in the TICT structure at the CASSCF level, the first part of
the reaction path after light absorption must be nonadiabatic.
That is, at this level of theory the S1 and S2 surfaces must cross.
We located the lowest energy point on the S1/S2 conical
intersection in these systems. Their energies are collected in
Table S1. Because the geometry optimization of these critical
points is carried out at the CASSCF level, when the energies
are recalculated at the CASPT2 level it is found that the S1 and
S2 states are no longer degenerate. Unfortunately, the com-
mercial software available nowadays does not allow a better
approximation. Figure S2 shows these structures together with
the two degeneracy-lifting coordinates that define the branching
space (the derivative coupling vector and the gradient difference
vector) in all systems studied. The characteristics of the conical
intersections found for NHC5, NHC6, NMC6, NTC6, NHC7,
and NMC7 are the same as those reported for ABN and
DMABN:30 there is an extended seam that runs parallel to the
CN(Me)2 torsion coordinate. The branching space does not
involve either the amino group twist or the pyramidalization
coordinates; rather, it is dominated by skeletal deformations of
the phenyl ring coupled with C-N stretch, so the S1/S2

degeneracy is preserved along the amino group torsion. Thus,
S2 f S1 internal conversion can take place at the full range of
torsion angles depending on the vibrational energy in torsional
coordinates following photoexcitation, but the highest probability
corresponds to the minimum energy point of the seam. This
structure has different twist and pyramidalization angles for the
different alicyclic derivatives of the series, as will be discussed
below. The deexcitation will be followed by an adiabatic
equilibration between the LE- and ICT-emitting species on the
S1 potential-energy surface. The energy of the TS of this
adiabatic path will be similar to that of the S1/S2 CI, as the TS

TABLE 2: Excitation Energies (kcal mol-1), Dipole
Moments (µ, in Debyes), and Oscillator Strengths (f)
Obtained at the Franck-Condon Region in the Gas Phase
for the Different Systems Studieda

molecule state
∆E

CASSCF
∆E

CASPT2 exp
∆E(S1,S2)
CASPT2 µ f

ABN LE 111.0 101.9 >92b 16.2 5.3 0.068
CT 152.0 118.1 >109b 11.8 0.478

DMABN LE 111.0 99.1 92-102c 7.2 6.0 0.006
CT 140.7 106.3 99-106c 13.8 0.608

NHC5 LE 110.5 99.1 11.3 5.3 0.063
CT 146.1 110.4 14.5 0.399

NHC6 LE 109.9 98.4 11.3 5.7 0.006
CT 144.6 109.7 12.8 0.500

NMC6 LE 109.9 97.2 6.7 5.9 0.006
CT 139.3 103.9 99.5d 13.5 0.556

NTC6 LE 109.4 95.3 -0.7 6.1 0.005
CT 137.9 94.6 95.7d 14.0 0.508

NHC7 LE 111.8 102.3 10.4 5.2 0.000
CT 145.9 112.7 11.8 0.398

NMC7 LE 111.2 101.7 0.3 5.2 0.000
CT 147.3 102.0 96.4e 13.8 0.388

a Experimental values of absorption energies are included for
comparison.b Absorption energy inn-heptane (ref 14).c Absorption
energy in the gas phase (ref 47).d Absorption energy inn-hexane (ref
25). e Absorption energy inn-hexane (ref 17).
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is generated in the neighborhood of the CI due to the associated
avoided crossing. For all systems the initial excitation energy
is larger than the energy of the minimum of the CI seam, which
means that the TS of the LE-ICT interconversion is always
accessible. The luminescence behavior will also depend on the
relative energy of the LE- and ICT-emitting species. As Figure
2b shows, the TICT structure is thermodynamically favored over
the LE structures only for NTC6 and NMC7, which are the
only structures capable of producing the anomalous fluorescence
band in nonpolar solvents.

Our computational results show that the overall topology of
the potential-energy surfaces of the LE and ICT states in these
4-aminobenzonitrile alicyclic derivatives do not change sub-
stantially in comparison with the ones of the more flexible ABN
and DMABN. The energy corrections caused by including the
dynamic electron correlation do not modify the relative positions
of the LE and ICT states, and consequently, the mechanistic
conclusions drawn in ref 30 still hold. Thus, the S1 LE-TICT
equilibration and dual fluorescence will be controlled by (a)
the position along the amino group twist coordinate where the
S2/S1 CT-LE internal conversion takes place and (b) the S1

adiabatic reaction path between the LE and TICT minima.
Taking this into account we can distinguish several types of
systems. For ABN, NHC5, NHC6, NMC6, and NHC7, the
amino group is untwisted at the lowest point of the S2/S1 conical
intersection seam, so the branching at the CI favors formation
of the LE state. Moreover, the S1-LE species are much more
stable than the S1-TICT ones (see Figure 2b and Table S1), so
the equilibrium will favor the LE species. This explains why,
in these molecules, ICT emission cannot be observed in the
fluorescence spectra. Note that in NHC5 the S2/S1 conical
intersection will lead directly to the S1-LE structure since this
system cannot adopt any other stable structure on the S1

potential-energy surface.
However, at the lowest energy point of the S1/S2 conical

intersection located at the CASSCF level for NTC6 and NMC7,
the amino group is slightly twisted (21.2° and 31.9°, respec-
tively), so branching at the CI favors formation of the TICT
state. If only CASPT2 results are taken into account, the energy
gap between the two excited states in the Franck-Condon region
is small enough to allow vibronic coupling between the CT and
LE states, so both minima would be populated simultaneously.
The adiabatic S1 reaction path connecting them will displace
the equilibrium toward the TICT minimum because it is less
energetic. Consequently, observation of dual fluorescence
emission in nonpolar solvents is in very good agreement with
our results. It is worth pointing out that the LE and CT states
are degenerate in the Franck-Condon region only for NTC6
and NMC7. This, together with the fact that the stability of the
TICT species is greater than that of the LE species, is key to

explaining the ICT emission of these molecules in nonpolar
solvents. These characteristics are clearly reflected in Figure 2.
A polar solvent will stabilize the ICT state even further, so in
this case the initial excitation will populate the CT state that
will correspond to the first excited state. The system will relax
over the S1 surface directly to the S1 minimum, the TICT-
emitting species, without undergoing any internal conversion.
This direct mechanism explains why the ICT reaction is much
more efficient in these systems than in DMABN in polar
solvents.

The DMABN is a halfway case. The geometry of the
minimum energy point of the S1/S2 conical intersection mini-
mum is a pyramidal untwisted structure, but the LE and TICT
minima are almost degenerate in the gas phase. This is in good
agreement with its luminescent behavior, which presents only
the LE normal band in nonpolar solvents and dual fluorescence
in polar ones, where the TICT minimum will be stabilized
further than the LE one.

Conclusions

According to our results, two factors rationalize the photo-
physical differences between the systems studied. First, the
position of the TICT and LE potential-energy surfaces in the
first stages of the ICT reaction must be considered. If the CT
state is higher in energy than the LE in the Franck-Condon
region and the lowest energy point on the CI is located at a
planar geometry, the LE minimum will be populated first. On
the other hand, if the CI lowest energy point has a twisted
geometry or the CT state is lower in energy than the LE in the
Franck-Condon region, the TICT minimum will be populated
first.

In the next stage of the reaction the second factor plays its
role. The relative energies of the LE and TICT minima will
determine the displacement of the equilibrium between the two
species along the adiabatic path that connects them over the S1

surface. The minimum that is not reached in the first stages of
the reaction can now be populated if it is more stable than the
other one. This factor is strongly sensitive to the presence of
polar solvents that will preferentially stabilize the CT state.

Thus, our conclusions agree partially with Zachariasse’s
generalization that relates the efficiency of the ICT process to
the energy gap between the S1 and S2 states in the Franck-
Condon region.25 On the other hand, and in contrast to
Zachariasse’s hypothesis, our results suggest that the ICT species
responsible for the anomalous fluorescence band in the NTC6
and NMC7 spectra must have a twisted structure. We present
computational evidence that a twisted ICT structure can very
well be adopted by these bicyclic but still slightly flexible
molecules. A full perpendicular twist of the amino group is not

Figure 2. (a) Excitation energies of the LE and ICT states at the Franck-Condon region for the compounds of the series studied. (b) Energies of
the LE, PICT, and TICT minima for the different systems studied relative to their corresponding ground-state minima.
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necessary to get a stable ICT structure on the S1 surface when
the alkyl chain is long enough. Therefore, the experimental
results in ref 25 do not necessarily exclude a TICT fluorescence
emission.

Nevertheless, it is possible that in other systems structural
or environmental changes (in the donor or acceptor moieties
with the addition of further substituents and/or the inclusion of
solvent effects) could modify the relative energies of the key
structures or their location. This, in turn, can modify the outcome
of the CT reaction and change the fluorescence behavior in
different compounds. In particular, the PICT structure can
stabilize to such an extent that it becomes a first excited-state
structure. In this case, it could be a radiative species of the
anomalous fluorescence band in competition with the TICT
species. This qualitative modification of the interplay between
the LE and ICT surfaces would explain why there is so much
contradictory evidence in favor of the TICT and PICT models.
As a result, it is not advisable to propose a general mechanism
for the CT reaction, and each particular case must be studied in
detail.
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